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Fig. 1: Proposed SSL framework for utility AMI datasets 
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Numerical Results

Conclusions and Future Work

Proposed SSL Framework
Accurately identifying the phase connectivity of customers in a 
distribution system is crucial for system efficiency and advanced 
grid operations. However, utilities face key challenges in identifying 
phase connectivity of customers, They:
• need to send field crews to manually check for phase connectivity 

of customers
• need to update the phase connectivity database after every outage 

restoration
• need to update the phase connectivity database every time a new 

customer is added to the system
To overcome these challenges, automated phase identification 
methods using supervised learning have been developed. However, 
their performance typically suffers because:
• they often require substantial labeled ground truth training data
• their performance drops significantly with limited labeled data

Modeling & Implementation of SSL Algorithms

Fig. 2: Network 
topology of the 
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distribution feeder.

Fig. 3: Overview 
of different data 
partitions for 
training and 
testing. 

The proposed framework addresses the challenge of 
limited labeled data in phase identification using SSL and 
uncertainty estimation. By integrating Bayesian Neural 
Networks, we achieved 98% ± 0.08 accuracy with robust 
uncertainty quantification. It also provides critical insights 
into the minimum data needed for reliable phase 
identification, aiding future data collection and labeling 
efforts.

• Using the utility dataset D, a filtered dataset D’ is created 
by removing missing values, timestamps, and anomalies

• After generating D′, we extract the feature set F for 
training

• The dataset D′ is then split into 70% for training and 30% 
for testing 

• Within the training set, we create two subsets: 𝐷! with 
known phase assignments and 𝐷"	with unknown 
assignments. 𝐷! is used for initial model training, while 𝐷! 
is used to predict pseudo-labels based on the learned 
model

• The training set is further divided into increments of 5%, 
10%, and up to 80% for 𝐷!, with the remaining data 
forming 𝐷!

In SSL, the goal is to use both labeled and unlabeled data to develop a classifier f : → {A,B,C} that effectively predicts 
phase connectivities. The learning objective is defined as

• where ℒ is the supervised loss (e.g., cross-entropy), ℛ is the unsupervised regularization term, and λ is a 
hyperparameter that balances the contribution of the supervised and unsupervised components. 

We then run three SSL algorithms:

• Self-Training With Ensemble Multilayer Perceptron Classifiers – an approach to enhance the labeled dataset 
through iterative pseudo-labeling using an ensemble of MLP classifiers

• Label Spreading Classifiers – a graph-based SSL technique that spreads labels across similar data points

• Bayesian Neural Networks – a probabilistic approach to understanding predictions by estimating epistemic and 
aleatoric uncertainties

Modeling and implementation require preprocessing of datasets, training the SSL algorithms, and making 
predictions for the phase identification, along with uncertainty estimation. An overview of the approach is shown 
in Algorithm 1.
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Fig. 4: Comparison of different SSL algorithms.

Table 1: Results of SSL Algorithms With Uncertainty Estimation.


