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Motivation & Research Objective Proposed Bayesian Optimized Deep Reinforcement Learning Methodology for VVC

IEEE-13 and IEEE-123 Bus are simulated and created a =

sequential decision process using Markov Decision Process.

The Reward function 1s the sum of control error, voltage

violation, and power loss. .
R = —fyo1r — fetri — fpower

The objective of DRL-based VVC agents 1s to optimize the

control policies. -

J(8) = EtryR(D)]

" The high penetration of renewable energy into the
power grid introduces complexity to the operation
and optimization of energy. -

* The objective 1s to enhance the performance and
robustness of VVC using Bayesian optimization
(BO) within the DRL framework. -

" [t accelerates the DRL model training process and
BO within DRL 1s also resource intensive.

Gaussian process to estimate the performance of DRL agent with
parameters 0 = (a, B, V).

f(6) ~GP(m(6),k(6,6")
The acquisition function EI, EP and LCB evaluated the objective function

at the point 8 during the GP.
Onext = argmaxg {a(6)|D;_4}

For EI, maximizes the expected cumulative reward.

EI(H |Dt—1) = E ~p(y|0,Dt_1)[max (O:y o ybest)]

New
Observation

[ ITEEE-13 Bus | IEEE-123 Bus |

" Optimization of GP to reduce uncertainty and model’s accuracy.

Research Objective:

» Develop a Bayesian-optimized DRL framework for Select the hest GP Dngw1 f: D hU ](Dgnext'f (Hnext))
' ~ - tt t t t ters.
VVC for optimal policies. S o [ prs Posterior GP Acquisition] 0_, [ Function ] SRR TE PR Hmol - o_r c o= par?m(ee)efz =)
» Proposed hyperparameters optimization, specifying optimization function evaluation optimal = argmaxg if }

Model Performance of Reward in GP with each iteration in BO DRL Performance of Reward in GP with each iteration in BO DRL

information TAF’:

Reward

the bounds and constraints of search space and
utilizing Expected Improvement (EI) acquisition
function to effectively balance exploration and
exploitation during optimization.

» Performed an impact analysis to determine the
effectiveness of the DRL performance on the

IEEE-13 and IEEE-123 bus systems.
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Proposed Bayesian Optimization DRL-based VVC Framework

Case Study: BO with DRL Control Policies Performance for VVC

» Performed the control policies effectiveness of BO with DRL on IEEE —13 Bus and IEEE — 123 Bus
distribution grid.
= Compared the different acquisition functions to validate the best performance and robustness of the

Conclusion and Future Work

* The proposed BO with the DRL model enhances the
VVC performance by fine-tuning the actor-critic
network.

Observations

“* BO optimized DRL performed

DRL agents on the distribution grid.

Performance of Reward with DRL and BO-DRL Performance of Reward with DRL and BO-DRL
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better than DRL actor-critic
Network.

¢ Control policies have improved
and reduced voltage violations
in both distribution grids.

“* Model Training time 1iS
improved significantly in both
IEEE-13 bus and IEEE-123

bus.

= Experimental results demonstrated that the decision-
making process 1s improved by 21.11% for IEEE-13

Bus and 81.81% for 123 Bus.

Future Work:
* Developing an interpretable DRL and human-in-loop

model for enhanced and verified of control actions.
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